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ABSTRACT

We describe active measurements of topology and end-to-end latency characteristics between
several of the DNS root servers and a subset of their clients using the skitter tool developed by
CAIDA. We gather a sample of clients for each monitored DNS root server, combine these
samples into a common target list and then actively probe these targets and analyze their
connectivity. We identify the subsets of destinations that have large latency connections to all
instrumented root name servers and discuss their geographical make-up. Our goal is to build an
analytical framework for evaluating the optimality of root server placement and its impact on the
efficiency of the DNS service. The skitter tool and the methodology we propose can also be used
for monitoring the end-to-end performance in large networks and for assessing the optimality of
web servers placement in general.

Introduction

The Domain Name System (DNS)
The Domain Name System (DNS) provides

name resolution, that is mapping between host names
and IP addresses [8]. The DNS is an enormously
important service used by virtually all internetworking
software, including e-mail and web browsers. In
essence, DNS is a distributed database that a) allows
local control of its segments; b) makes data in each
segment available across the entire network using a
client-server scheme [9]. Robustness and adequate
performance are achieved by replication and caching.

Host Controlling
Name Organization

IP address Location

A 198.41.0.4 VeriSign Herndon, VA, USA
B 128.9.0.107 ISI Marina del Rey, CA, USA
C 192.33.4.12 PSInet Herndon, VA, USA

D 128.8.10.90 College Park, MD, USA
University of
Maryland

E 192.203.230.10 NASA Moffett Field, CA, USA
F 192.5.5.241 ISC Palo Alto, CA, USA
G 192.112.36.4 DISA Vienna, VA, USA
H 128.63.2.53 ARL Aberdeen, MD, USA
I 192.36.148.17 NORDUnet Stockholm, Sweden
J 198.41.0.10 IANA Herndon, VA, USA
K 193.0.14.129 RIPE London, United Kingdom
L 198.32.64.12 IANA Marina del Ray, CA, USA
M 202.12.27.33 WIDE Tokyo, Japan

Figure 1: Existing root name servers.

Programs called name servers constitute the
server half of the DNS client-server mechanism; each
name server is responsible (authoritative) for its own

piece of the database. Clients (resolvers) create queries
and send them across the network to name servers. A
query process starts when an end user application pro-
gram contacts a local name server to resolve a host
name. If the local name server does not have this name
cached, it queries a root server and gets a referral to a
name server who should know the answer. The local
name server recursively follows referrals until it gets
an answer. The most popular implementation of the
DNS specifications is the Berkeley Internet Name
Domain (BIND) software [10]. The DNS protocol
handling requests to name servers and their responses
is described in RFC-1034 [8].

The process of name resolution is transparent to
an end user, but may contribute significantly to an
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overall delay of establishing connection. Huitema and
Weerahandi [11] found that name resolution delays
exceeded two seconds in nearly a third of their trial
cases. They attributed this poor performance to the flat
structure of the domain name space and to name
servers overloading. They also found that some of the
root servers exhibited unacceptably high loss rates.

In this paper we study the relationship between
the geographical distribution of DNS clients and laten-
cies of their connections to the root servers. Our goal
is to understand whether the overall performance of
the DNS can be improved if existing root servers are
re-arranged to bring them topologically closer to cer-
tain groups of clients. This problem is also closely
related to the question of where additional root servers
should be deployed in order to provide maximum ser-
vice improvement to worldwide Internet users.

The Root Server System

Root name servers (currently, 13 total), are an
essential part of the Internet infrastructure. Each name
server is responsible for a portion of the naming hier-
archy tree that is used to translate host names into IP
addresses. The root servers are the first to be queried
when a client’s name server does not have a requested
host name in its cache. A typical load is 5000-8000
queries per second and it appears to scale linearly with
traffic [12].

Table 1 below shows the current locations and
controlling organizations of the existing root name
servers.

The Root Server Selection Advisory Committee
(RSSAC) is the DNS root server technical advisory
committee for the Internet Corporation for Assigned
Names and Numbers (ICANN). One of RSSAC’s
responsibilities is to provide ICANN with recommen-
dations regarding optimal locations for root name
servers (both existing and future ones). RSSAC has
asked CAIDA for assistance gathering measurement
data to help determine such architecturally strategic
locations. The problem is two-fold:

• Are the current locations optimal or is there
unnecessary redundancy that can be elimi-
nated?

• Where should ICANN place additional (or relo-
cate existing) root name servers?

We have developed a methodology for identify-
ing and depicting sets of destinations that appear to
have consistently large latency connections to all
instrumented name root servers. This methodology, if
applied at all current and potential future root server
locations, can be useful for answering RSSAC’s
needs.

CAIDA’s skitter Measurements

CAIDA uses the skitter tool [1] to actively mea-
sure connectivity and performance of the network
between root servers and a subset of their clients. skit-
ter sends a small packet to a target host and records the

forward IP path traveled and the round trip time (RTT)
required to reach that host. CAIDA skitter monitors
probe many thousands of destinations several times
per day, thus providing data on topology and end-to-
end latency characteristics between the skitter host and
its target destinations.

We deployed the first root server skitter monitor
co-located with the F root name server in August
1999. This monitor probed a target list of F’s clients
gleaned from a tcpdump on the F’s network. In June
2000, we began monitoring the E and L root name
servers using corresponding lists of their clients. By
October 2000 we had deployed three more skitter mon-
itors: one co-located with the A and J roots, one at the
K root, and one at the K peer (RIPE, Amsterdam)
servers. Monitoring of the M root in Tokyo began in
January 2001. We hope to place monitors at roots B,
D, G, H and I in the near future. J is currently co-
located with A and so does not require its own moni-
tor. As of August 2001, the C root server had not yet
responded to RSSAC’s request to host a skitter monitor
at their site.

CAIDA also has carried out passive measure-
ments of the root and top-level-domain (gTLD)
servers [13]. Brownlee, et al., used two traffic meters
located at UC San Diego and captured the number of
requests sent to each of the 13 root name servers and
11 gTLD servers, their response time, and the loss
rate. They examined the long-term behavior of the
name server system and proposed a model of Internet
congestion based on these experimental data.

Target Lists

The DNS Clients List
Initially, each skitter monitor used its own probe

list made up of its own clients. However, if each skit-
ter monitor uses a different probe list, it is difficult to
either compare results or to draw global conclusions.
We needed to create a global target list that would in
some sense stratify the routable Internet (IPv4)
address prefix space. We proposed to achieve such
representative coverage by including a destination
from each routable IP prefix in a new target list. In
September 2000, when we built our current DNS
Clients , there were nearly 90,000 globally routable
prefixes [2].

We created the September 2000 DNS Client des-
tination list from two sources:

• combined client lists from each root server
(49,374 addresses)

• addresses from CAIDA target lists for other
projects (8,944 addresses)

From the data gathered statically at each root
server location by tools such as tcpdump or cflowd, we
culled 49,374 IP addresses that belonged to different
routable prefixes. If many client IP addresses were
from the same routable prefix, we chose the host that
we observed querying the root server most often.
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Though an imperfect weighting of the client popula-
tion, this method allows us to focus on a single client
list that reasonably reflects global Internet connectiv-
ity to the instrumented root servers.

To increase prefix coverage, we added addresses
from our other skitter destination lists [3]. These
addresses, which now comprise about 15% of the
DNS Clients list, are probably not local name servers
but rather hosts on a network that either have or may
in the future have a name server. Therefore, data quan-
tifying performance of root servers for these future
potential DNS-root client networks are also relevant
for our project.

As we deploy additional skitter boxes at other
root servers and obtain their local client destination
lists, we will merge these addresses into the global list.
In particular, if a particular prefix is represented by an
IP address from our other non-DNS-client lists and we
find another host in that prefix in a local DNS client
list, we will replace the initial placeholder host with
this latter IP address.

Characteristics of the DNS Clients List
The current DNS Clients list contains more than

58,000 IP destinations, covering 8406 origin
Autonomous Systems (ASes) and 184 countries. Table
2 shows the top ten top level domains, origin ASes,
and countries represented in this target list. Note that
some of our lists have deliberately tried to include
hosts from as many different countries as possible at
the expense of proportional representativeness of per-
country connectivity. This bias may linger in the DNS
Client list to the extent that it draws on those other
lists.

Top level domains Origin ASes Countries

com 11345 AS 701, ALTERNET 1660 USA 31172
net 8697 AS 1, BBN Planet 577 Canada 3276
au 1929 AS 7018, AT&T 546 Australia 2645
edu 1763 AS 3561, Cable & Wireless 538 unknown 2373
jp 1376 AS 2914, Verio 472 Germany 1681
ca 1212 AS 1785, Applied Theory Corp. 472 Japan 1285
org 969 AS 1239, Sprint 467 U. K. 1061
de 891 AS 1221, AARNET 428 France 981
us 854 AS 2200, INRIA-Rocquencourt 358 Mexico 803
mil 673 AS 2907, SINET 335 South Korea 794

Figure 2: ‘‘Top Tens’’ of the DNS Clients list.

We determine the top level domain with a
reverse DNS lookup to find the host name associated
with the IP address. Note that of the 58,000 IP
addresses on the current list, more than 21,000 do not
have PTR records and therefore their host names are
unresolvable. We determined the origin AS for a given
IP address via the BGP routing tables from Route-
Views [2] snapshot from 4 April 2001, by finding the
longest matching routing prefix and then noting which

AS advertised that route. CAIDA’s NetGeo tool [4],
[14] estimates the geographical location of the IP
addresses. This procedure may be imprecise, particu-
larly for hosts at an ISP’s site. If a site does not have a

Figure 3: Geographic distribution of destinations in
the DNS Clients list by continent. The numbers in
parentheses are percentages.

skitter Host Start Date

A root October 5, 2000
E root September 27, 2000
F root November 2, 2000
K peer October 5, 2000
K root September 19, 2000
L root September 19, 2000
M root January 9, 2001

Figure 4: Dates we started monitoring the DNS
Clients list.

DNS LOC record and does not include geographical
hints in a host naming scheme, then NetGeo relies
upon whois entry which usually refers to company
headquarters. This, in turn, is not necessarily reflective
of the actual geographical location of the host. Figure
3 shows the distribution of targets by continent.
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We have used the combined DNS Clients list
since the fall of 2000 on the skitter monitors at the root
server locations. Figure 4 shows the exact dates when
we began probing this list from each root server skitter
host.

Issues with the DNS Clients List

There are important advantages to using the
same list on each root server skitter monitor. A com-
mon list serves as a yardstick against which we can
compare characteristics of the different root server
networks. Stratifying the IPv4 space by probing as
many routable prefixes as possible yields a representa-
tive macroscopic view of Internet topology from root
server locations. Note that the list is also geographi-
cally diverse and thus allows us to explore the depen-
dence of RTT on the geographical location of a desti-
nation. We recognize that the geography is among the
primary factors determining the latency of Internet
connections and have explored geographic and topo-
logical correlations with performance in more detail
[5, 6].

By measuring the same destination list simulta-
neously from each root server, we can identify a group
of destinations that show high latency from all moni-
tored root servers. High latency could be due to the
bottleneck bandwidth along the path to the target host
often at the last hop or due to an unfavorable topologi-
cal location of the target host relative to the root
servers. If a set of such high latency destinations clus-
ters either geographically or topologically and does
not have systematic regional bandwidth problems or
other political constraints, it might be a candidate
region that merits a new root server.

An apparent disadvantage of monitoring the
merged DNS Clients list is that we cannot use these
data to decide how well a particular root server
responds to its own specific clients. This problem
arises due to an internal BIND load balancing feature
[10]. There is a code in all recent versions of BIND
that causes name servers to intelligently select among
alternative queryable root servers. BIND measures the
round trip time for each of multiple answers from can-
didate servers and sorts these values into groups based
on the observed values of RTT. It directs subsequent
queries to servers in the closest group, in a round robin
fashion. As a result, a name server close in perfor-
mance terms to a particular root server will query that
server most often, only occasionally querying other
servers that are further away. However, we know
which destinations in our list were frequent clients of
which particular root server, and can use local subsets
of the DNS client lists to study individual server-spe-
cific issues.

Results and Analysis

In this section we analyze two sets of data, 30
days long each. We collected the first set of traces
between December 1, 2000 and December 30, 2000,

and the second one between March 6 and April 4,
2001. In both sets, we used the same DNS Clients list
on all DNS root server skitter monitors. However, there
are two important differences between the sets.

• Monitoring of the M-root server had not begun
as of December 2000. We obtained traces on
the monitors co-located with the A, E, F, K, K-
peer, and L root DNS name servers. In March
2001, the M-root monitor was operating, but
the L-root monitor experienced some local con-
nectivity problems and was temporarily discon-
nected. Therefore, the second set consists of
traces obtained at the A, E, F, K, K-peer, and M
root DNS name servers.

• itskitter software, which considerably increased
probing efficiency. The daily number of probes
sent by each monitor in March data is 15-60%
higher than in December data.

Measurements

Each monitor probes destinations in the DNS
Clients list between seven and 13 times per day. The
frequency of sampling depends on processing capabil-
ities of skitter hosts and also decreases somewhat when
the network is congested. In each cycle through the
list, skitter probes usually reach between 31,000 and
33,000 destinations. The number of unique destina-
tions reached during weekdays in our March, 2001
measurements ranges from 36,000 to 33,000 and dips
during the weekends (see Figures 5 and 6).
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Figure 5: Average in each probe cycle (March, 2001).

Comparison of the daily number of replying des-
tinations in the December 2000 and March 2001 data
confirms an overall declining trend apparent in Figure
6. We found that the loss rate of target hosts from the
DNS Clients list is (1.8±0.2)% per month. Destina-
tions may stop replying to skitter ICMP probes for a
variety of reasons (firewalls, internal changes of IP
addresses in businesses, etc.). We plan to expurgate
non-replying destinations from our target list and to
replenish it with new destinations again gathered stati-
cally from the root servers. Our goal remains to repre-
sent each globally routable IP prefix in the updated
DNS Clients list. Note that the number of such
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prefixes continues to grow and is now greater than
100,000.
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Figure 6: The number of unique destinations replying
per day (March, 2001).
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Figure 7: Number of probes sent by each skitter host
(March, 2001).
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Figure 8: Number of replies collected (March, 2001).

skitter monitor records RTTs to replying destina-
tion hosts. If intermediate hops along the path failed to
answer skitter probes, but the final destination still
responded, we included such a responding but incom-
plete path in our analysis. Each CAIDA skitter host
sends between 450,000 and 800,000 probe packets per

day and collected between 250,000 and 450,000
replies during the course of our measurements (see
Figures 7 and 8).

We analyze two metrics of connectivity: hop
count and round trip time from the root name server to
the hosts in the target set. IP (layer 3) hop count is a
natural connectivity metric that characterizes topologi-
cal proximity of a skitter source to its target set of des-
tinations.
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Figure 9: The distribution of IP path length, April 4,
2001.

Figure 9 shows IP hop count distributions for the
six root server skitter monitors that ran the DNS
Clients list on April 4, 2000. E, F and L are in Califor-
nia; A is in the Washington DC area, K is in the
United Kingdom, M is in Japan. The curves are not
normalized; the y-axis shows the actual number of
probes (highest for the F monitor, lowest for the L
monitor). The L skitter monitor had consistently fewer
complete probes per cycle than others, suggesting
problems with its local connectivity. Since February
2001 its connectivity has been intermittent.

The x-axis value that corresponds to the peak of
the distributions (the mode) depends primarily on two
parameters: the geographical distribution of the targets
in the list and the connectivity of the skitter source.
The peak positions for A, E, F, and L root server mon-
itors (all in the US) indicate that they are near the edge
of their local networks and/or near a major exchange
point. The IP hop count distributions for the K-root
monitor (in the United Kingdom) and for the M-root
monitor (in Japan) are shifted to the right, implying
that these monitors are further away from most of the
DNS Clients list destinations (unsurprising, since the
list is heavily dominated by North American destina-
tions). The IP hop count distribution for K-peer is
rather similar to the one for K-root and is not shown in
the figure.

Values of RTT (i.e., latency), observed in skitter
data depend on the geographic and topological posi-
tion of the skitter monitor with respect to the destina-
tions it probes. Latency also depends on the conditions
of the Internet along paths to those destinations
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(congestion, routing instabilities, etc.). We found that
RTTs exhibit significant diurnal and weekly varia-
tions. Internet paths tend to be less congested on
weekends, when RTTs to all destinations drop consid-
erably from their weekday values.
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Figure 10: The 90th percentile of RTTs for the F-root
skitter monitor in December, 2000.
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Figure 11: The persistence of large latency destina-
tions.

Large Latencies
Clusters of hosts that have particularly large

latencies as measured from all root name server skitter
monitors suggest a potential deficiency in the current
Internet infrastructure. A large latency could be due to
the location of the roots relative to the client or due to
the local connectivity of the client. In order to identify
target hosts that have high latency from the set of cur-
rently monitored root servers, we analyzed the daily
distributions of RTTs seen by root server skitter moni-
tors.

In each probe cycle we consider the value of
RTT to a destination as large if it is above the 90th per-
centile of the overall RTT distribution for this cycle.
Typically, large RTTs are longer than 500 ms, some-
times as high as 1000 ms. It is necessary to deal with
the RTT distributions in each cycle separately because
of large diurnal variations in the state of networks

(more congested during the business hours, less con-
gested at night). Figure 10 illustrates the daily and
monthly variability of the 90th percentile values
observed by the skitter monitor co-located with the F-
root server. The graph shows that the maximum value
of the 90th percentile of RTT distributions observed in
a day of the data can be as much as 1.5 times higher
then the minimum value. A significant decrease in
overall network latency during the weekends and/or
holidays is also clearly seen.

We then define a destination as having large
latency during a given day if on that day it had large
RTTs in at least half the cycles on all root server moni-
tors. We increase the statistical robustness of our
results by aggregating them on a monthly basis to
ignore transient problems that are repaired relatively
quickly. Figure 11 shows how many destinations had
large latency and for how many days during the thirty
day periods starting on December 1, 2000 and on
March 6, 2001. The first (left-side) maximum in both
curves is due to the random variations in connectivity
that caused a number of destinations to have large
latencies for a day or two. The second (right-side)
maximum reflects destinations that consistently have
large latency on every (or almost every) day during
the corresponding period.

We then selected the destinations that had large
latency for at least 24 days during the period of mea-
surements (974 of them in December, 1051 of them in
March) and mapped them to their origin ASes and to
their countries/continents. Figure 12 shows these data
organized by origin AS, that is, the AS advertising
routing information to the Internet. Each AS listed
represents more than 1% of the large latency subset.
Of the 7882 origin ASes represented in the DNS
Clients list, 282 ASes were associated with the large
latency destinations we found in December 2000. In
March 2001, the corresponding numbers were 8406
and 316.

Figure 13 displays the same data sorted by coun-
try. Of the 184 countries represented in the DNS
Clients list, 105 and 114 contained high latency desti-
nations in December 2000 and in March 2001, corre-
spondingly. Each country listed in Figure 13, con-
tributes more than 1% of this large latency subset.

We see the following changes between the
December and March analysis:

• Thailand, Jordan, Georgia, Costa Rica, Brazil,
and Fiji contributed less than 1% to the large-
latency subset of March 2001, while
Bangladesh, Turkey, Bulgaria and Nigeria con-
tributed less than 1% to the December subset.

• The number of large latency destinations in
India, Romania and South Africa has decreased
between December and March by 20%, 36%
and 36%, correspondingly.

• The number of large latency destinations in
Ukraine more than doubled, and in Chile it
increased almost five-fold.
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Figure 14 compares the make-up by continent of
the DNS clients list and of the two large-latency sub-
sets. Percents shown include all the data, not just the
values listed in Table 15. It is clear that the general
geographical pattern of large latency destinations
remains nearly the same in both samples. As expected,
monitoring our target list from the M root location
caused the number of large latency destinations in
Asia to decrease: from 274 (28.1% of the subset in
December) to 247 (23.5% of the subset in March). At
the same time, the number of large latency destina-
tions in South America increased: from 166 (17.0%)
to 260 (24.7%). There are two possible explanations
for this. The connectivity to South America may have
deteriorated since the first sample. Alternatively, the
apparent degradation we see may result from not hav-
ing the L root server monitored in the second sample.

December 2000 March 2001
# of # high % high # of # high % high

targets latency latency targets latency latency

AS 3741, Internet Solution 92 55 60 102 49 48
AS 4755, APNIC 204 49 24 174 22 13
AS 7545, APNIC 128 30 23 138 30 22

AS 2905, TICSA-ASN 38 24 63 38 21 55
AS 2277, ECUANET 35 19 54 32 21 66

AS 7633, APNIC 28 19 68 29 19 66
AS 10530, Interpacket Group 101 18 18 72 25 35

AS 11127, NetSat Express 39 18 46 28 15 54
AS 6140, IMPSAT ARGENTINA 59 16 27 55 14 25

AS 6471, ENTEL CHILE 55 15 27 55 16 29
AS 6453, Teleglobe 54 14 26 68 18 26

AS 3132, Red Cientifica Peruana 23 14 61 24 10 42
AS 8143, Publicom 29 13 45 26 15 58

AS 7087, COLOMSAT 25 13 52 24 10 42
AS 9241, APNIC 15 12 80 15 11 73

AS 2018, UNINET-ZA 44 30 68
AS 4621, APNIC 21 17 81
AS 2614, RIPE 18 14 78

AS 1239, SprintLink 398 10 3
AS 6429, AT&T Chile Internet 137 73 53

AS 3255, RIPE 34 24 71
AS 7418, PROVDESERV 26 14 54

AS 5511, RIPE 33 14 42
AS 9471, APNIC 25 12 48
AS 7473, APNIC 41 10 24

Figure 12: Origin ASes of large latency destinations.

To differentiate between these two possibilities,
we analyzed the December 2000 data set with paths
from the L skitter monitor excluded. The total number
of large latency destinations increased from 974 to
1050, with the number for each continent increasing
proportionally. If it were the L-root name server site

that primarily provided lower RTTs to South Ameri-
can destinations, then exclusion of these data would
cause an unproportional increase of this continent
share in the large latency subset. We do not observe
this. We thus hypothesize that the increase observed in
the March 2001 data is not caused by the lack of the
L-root data, but rather reflects an actual (although,
possibly temporary) change in connectivity.

Figure 14 shows that Africa, Asia, and South
America IP addresses account for over 60% of the
observed large latency destinations, but less than 14%
of the total client list. The exact numbers are: 15%
versus 0.9% for Africa, 26% versus 9.8% for Asia,
and 21% versus 3.3% for South America (averages of
the both data sets). The African destinations have the
highest relative increase across the two data sets. Does
this mean that a new root server should be placed
there?

Before we can draw any conclusions about the
cause of the large latency responses, we must measure
the bottleneck bandwidth to these large latency desti-
nations to ensure that the last hop across a slow
modem link is not the primary cause of the delay. It is
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also possible that incompleteness of our monitoring
infrastructure somewhat skews the results. For exam-
ple, we see that the proportion of large latency destina-
tions in Asia decreased when we included the data
obtained with a skitter box co-located with the M root
server in Tokyo. The deployment of skitter monitors
near other root servers and augmenting our target list
with their clients is likely to change at least some of
the results reported here.

December 2000 March 2001
Continent Country # targets # high

latency
% high
latency

# high
latency

% high
latency

India 382 94 25 75 20
Indonesia 165 35 21 36 22
Pakistan 88 18 20 21 24
Russia 437 14 3 15 3

Thailand 315 25 8
Jordan 31 11 35

Georgia 15 10 67
Turkey 175 15 9

Bangladesh 13 11 85

Asia

Romania 377 86 23 55 15
Ukraine 185 30 16 71 38
Bulgaria 203 14 7

Europe

USA 31172 71 0 74 0
Costa Rica 35 12 34

North America

Ecuador 90 34 38 40 44
Chile 375 30 8 142 38

Argentina 592 27 5 19 3
Colombia 213 25 12 21 11

Peru 88 19 22 17 19
Brazil 411 14 3

South America

Australia 2645 29 1 23 1
Fiji 13 10 77

Oceania

South Africa 268 124 46 79 29
Nigeria 12 10 83

Africa

unknown — 2373 60 3 60 3

Figure 13: Countries of large latency destinations.

Conclusions and Future Work

CAIDA’s skitter measurements can be used with
local client lists to analyze topology and performance
characteristics of the network between a root name
server and its typical clients. Other placement issues,
such as distance to the edge of the local network, peer-
ing relationships, choice of upstream transit providers,
are visible from the graphs provided by the daily sum-
maries generated automatically from each skitter moni-
tor ’s data [7].

skitter measurements with the combined DNS
clients list can identify clients that have large latency

to each of the current root server locations being mon-
itored. To minimize bias with respect to large latency
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Figure 14: Percentages of the entire target list and of
the two large latency subsets by continent.

destinations, measurements need to include monitor-
ing from all 13 root servers. We hope that the remain-
ing root operators will soon be hosting skitter monitors,
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which do not interfere with name server operation at
all. We would like to thank those root operators who
have hosted our monitors.

Further examination with other tools are needed to
determine the primary cause of the large latency. If we
can eliminate sites that have low client bandwidth at the
end of the path, we will have a subset of destinations that
can guide the selection of new sites for root servers.

We suggest that any site under consideration for
a root server could run a skitter monitor for at least six
months using the augmented DNS clients list as well
as the large latency clients list to determine perfor-
mance characteristics of the network between the pro-
posed name server site and its potential clients. Issues
such as distance to the edge of the local network, rich
peering relationships, and adequate upstream transit
from multiple providers are good prerequisites to
choosing potential sites.

Note that placement of new root servers should
also take into consideration prospects of advancing
Internet growth. Therefore more than just current large
latency destinations should be considered in selecting
potential new root server sites. Empirical data gath-
ered from macroscopic performance measurements
across large segments of the IPv4 topology provide
valuable input into the decision process. In addition, a
model that simulates geographic patterns of the Inter-
net use should be developed, tested and applied to pre-
dict future DNS needs and trends in root server usage.

We believe that our methodology and results are
also applicable to many common problems such as
optimizing web server placement or monitoring the
performance of a particular network. In the latter case,
if the bandwidths are known, then monitoring the
RTTs to hosts of the network with the extit{skitter}
tool (or similar) will immediately identify a poorly
connected subset of the network.
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